Expected Value, Reward Outcome, and Temporal Difference Error Representations in a Probabilistic Decision Task

In probabilistic decision tasks, an expected value (EV) of a choice is calculated, and after the choice has been made, this can be updated based on a temporal difference (TD) prediction error between the EV and the reward magnitude (RM) obtained. The EV is measured as the probability of obtaining a reward \( \times \) RM. To understand the contribution of different brain areas to these decision-making processes, functional magnetic resonance imaging activations related to EV versus RM (or outcome) were measured in a probabilistic decision task. Activations in the medial orbitofrontal cortex were correlated with both RM and with EV and confirmed in a conjunction analysis to extend toward the pregenual cingulate cortex. From these representations, TD reward prediction errors could be produced. Activations in areas that receive from the orbitofrontal cortex including the ventral striatum, midbrain, and inferior frontal gyrus were correlated with the TD error. Activations in the anterior insula were correlated negatively with EV, occurring when low reward outcomes were expected, and also with the uncertainty of the reward, implicating this region in basic and crucial decision-making parameters, low expected outcomes, and uncertainty.
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Introduction

Reward and punishment magnitude are represented in the orbitofrontal cortex, as shown by investigations in which these are parametrically varied. One type of evidence has been obtained with food reward devaluation produced by sensory-specific satiety (Rolls et al. 1989; Kringelbach et al. 2003; Rolls 2004, 2005). Another has been with trial-by-trial variation of the monetary gain and loss, allowing correlation of activations of different parts of the orbitofrontal cortex with the magnitude of the monetary gain or loss (O’Doherty et al. 2001; Knutson et al. 2003). However, the question arises of how a decision is inﬂuenced if the reward magnitude (RM) is high, but there is a small probability of obtaining the reward. Here we can adopt approaches used in reinforcement learning and neuroeconomics and use the terms RM for the magnitude of the reward obtained on a trial (that is the reward outcome, outcome value, or reward value) and the expected value (EV) as the probability of obtaining the reward multiplied by the RM (Sutton and Barto 1998; Dayan and Abbott 2001; Glamcher 2003, 2004; Rolls 2005). In an approach related to microeconomics, expected utility theory has provided a useful estimate of the desirability of actions (or at least of the action that is performed) and indicates that, except for very high and very low probabilities and for decisions with framing issues, expected utility, indicated by choices, approximately tracks EV with a concave (e.g., logarhythmic) function that places less weight on high EVs (Bernoulli 1738; von Neumann and Morgenstern 1944; Kahneman and Tversky 1979, 1984; Tversky and Kahneman 1986; Gintis 2000). We show that the subjects’ choices in our task, that is, the expected utility, are related to the EV (the probability multiplied by the RM).

We describe here a functional magnetic resonance imaging (fMRI) study of human decision making with a period on each trial after the decision has been taken in which the EV was known to the subjects (as a result of learning on the preceding trials). This was followed by a period in which the reward outcome was made known. One aim was to show whether the activation in some brain areas represents both EV (the prediction of what is likely to be obtained, given the choice just made) and RM (the amount that was obtained later in the trial). Such brain areas might compute EV by weighting RM by the probability of obtaining the reward. A second aim was to investigate how some brain areas may respond differently to EV (the predicted or anticipated outcome) and RM (the actual outcome) and thus contribute to decision making by providing separate representations of these key basic decision parameters. A third aim was to investigate whether in a decision-making task some brain areas have activations when RMs (outcomes) are better than expected (a positive temporal difference [TD] error or positive reward prediction error) or are worse than expected (a negative TD error or negative reward prediction error), as these signals may be key basic decision parameters (Sutton and Barto 1998; Dayan 1999; Rolls 2005). The overall aim is to understand better the brain bases of decision making. We compare the results of this study with other functional neuroimaging studies of reward expectation and reward outcome representations in which regions of interest have been identiﬁed in the orbitofrontal cortex, pregenual cingulate cortex, ventral striatum, and midbrain (Breiter et al. 2001; Knutson et al. 2003, 2005; O’Doherty et al. 2003, 2004; Daw et al. 2006; Kim et al. 2006) as described further in the Discussion.

Neuronal recording studies have shown that the relative desirability of action (or the expected utility of a choice) in oculomotor tasks is reﬂected in the ﬁring of parietal and cingulate cortex neurons (Platt and Glimcher 1999; Glimcher 2003, 2004; Dorris and Glimcher 2004; Sugrue et al. 2004, 2005; McCoy and Platt 2005) and that dopamine neurons may respond to conditioned stimuli predicting reward with increasing probability and to reward uncertainty (Schultz 2006).

Methods

Task
In this probabilistic monetary reward decision task, the subjects could choose either on the right to obtain a large reward with a RM of 30
pence or on the left to obtain a smaller reward with a magnitude of 10 pence with a probability of 0.9. On the right, in different trial sets, the probability of the large reward was 0.9 (making the EV defined as probability × RM = 27 pence); the probability was 0.33 making the EV 10 pence; or the probability was 0.16 making the EV 5 pence (see Fig. 1a). (On the trials on which a reward was not obtained, 0 pence was the RM.) The participants learned in the sets of 30 trials with the different EVs on the right whether to press on the right or the left to maximize their winnings. They took typically less than 10 trials to adjust to the unsignalled change in EV every 30 trials (see example in Fig. 2a and Results), and neuroimaging analysis was performed for the last 20 trials of each set when the EV had been learned, and the choices made (i.e., the expected utility) stably reflected the EV. The 3 sets of 30 trials were run in a different randomized order for each of the 13 participants, and the transition between trial sets was not signalled to the subjects, who had been informed that the best choice to make would alter during the experiment, so that they should sample both sides and should make choices to maximize their winnings. The design of the task enabled probability of a reward to be separated from RM and EV, in that, for example, an EV of 9 pence on the left was linked with a probability of 0.9 and an EV of 10 pence on the right was linked with a probability of 0.33. The results in the figures showed that this aspect of the task design was useful, for whenever activations were related to EV, the percent blood oxygenation level-dependent (BOLD) signal change was very similar for the EV of 9 pence and of 10 pence, even though the probabilities of obtaining a reward were very different, 0.9 and 0.33. Further, in no case did the percent BOLD signal change fit a monotonic function of the probability of obtaining a reward, as can be seen by inspecting the percent BOLD change parts of the figures. Moreover, we used an event-related analysis design as shown below, so that the different probabilities were mixed throughout the 90 trials (as the probability depended on whether a left or right choice was made, see Fig. 1a).

The timing of the task is shown in Figure 1b. On each trial, the subject was shown a yellow cross at time zero and selected using a button box either a right or a left response. At the end of the decision period, the choice was indicated by altering one of the left or right squares to white, and the subject was in a 6-s delay period for which the EV of the choice was known to the subject (as shown by the stable probability of right vs. left choices described in Results) for trials 11–30 of a given set based only on the rewards received given the choices made on preceding trials. (No explicit indication of the EVs of the choices was made known to the participants, who learned about the EVs based on the outcomes of their choices.) This EV period, time 4–10 s after the start of the trial, was used to analyze parts of the brain where activation reflected EV. In this period, the EV was known to the subject (as indicated by the subject’s previous choices and analyzed below in Fig. 2b), but the actual reward that would be obtained was not yet known as it was probabilistic.

At time = 10–16 s after the start of the trial, the actual amount of reward that would be obtained (the reward outcome) was indicated by the display changing to green for 30 pence, blue for 10 pence, and red for 0 pence (see Fig. 1). In this period, the RM for that trial was known to the subject, and brain activations that reflected the RM were analyzed in this “RM” period (see Fig. 1b). At time = 16 s, the reward was delivered with a message “you won 30 pence,” “you won 10 pence,” or “you did not win.” (The design is to facilitate comparisons with neuronal recordings during decision making in macaques [cf., Sugrue et al. 2005], in which the color in the period labeled RM in Figure 1b indicates how much juice reward will be obtained on that particular trial, but the juice is delivered in the reward period labeled “Reward” in Figure 1b. This will allow the firing rate of a neuron to be measured.
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**Figure 1.** (a) Task design. In the probabilistic monetary reward decision task, subjects could choose either on the right to obtain a large reward with a magnitude of 30 pence or on the left to obtain a smaller reward with a magnitude of 10 pence with a probability of 0.9. On the right, in different trials, the probability of the large reward was 0.9 (making the EV defined as probability × RM = 27 pence); the probability was 0.33 (EV = 10 pence); or the probability was 0.17 (EV = 5 pence). (On the trials on which a reward was not obtained, 0 pence was the RM). (b) Task timing (see Methods). The timing is shown in seconds with the corresponding scan numbers in each trial. Activations related to EV started at t = 4 s and to RM (or outcome) at t = 10 s (see Methods).
The design of the task meant that sometimes the participants were expecting a low probability of a high reward of 30 pence and unexpectedly obtained a high reward value of 30 pence. On these trials, the TD prediction error from the EV part of the trial when the decision was being made and in the delay period after it was made to the RM or outcome part of the trial when subjects were informed whether they would obtain the large reward was positive. On other trials when the EV was high but probabilistically no reward was obtained, the TD prediction error from the EV part of the trial to the RM part of the trial was negative. TD errors and TD learning are described by Sutton and Barto (1998), Doya (1999), Dayan and Abbott (2001), and Rolls (2005). We calculated the TD reward prediction error at time $t = 10$ s in each trial as just described (as this is the time at which the EV for that trial changes to the RM value representing the actual outcome) and used this as a regressor in a correlation analysis with the BOLD signal. The TD error calculated was therefore the difference on any trial between the EV, which was constant for the last 20 trials of each trial set as indicated by stable choice behavior reflecting the learning that had occurred in the first 10 trials of each trial set, and the RM actually indicated at $t = 10$ s (see Fig. 1). If, for example, the EV was 27 pence and the RM was 0 pence, then the TD error was $-27$ pence. If the EV was 5 pence and the RM was 30 pence, then the TD error was $+25$ pence.

We were also able to measure another fundamental decision parameter in this task, reward uncertainty, which is the variance of the magnitude of the reward obtained for a particular choice (Tobler et al. 2007). (The variance $= \frac{\sum (RM_i - EV)^2}{n}$, where RM is the RM, $n$ is the number of elements [outcomes associated with each stimulus], and $i$ is index $1$–$n$.) The reward variance values that corresponded to each choice were as follows: EV $= 27$, variance $= 8.1$; EV $= 10$, variance $= 200$; EV $= 9$, variance $= 4$; and EV $= 5$, variance $= 125$, and it can be seen that there is no monotonic correspondence between EV and variance in this study.

**Participants**

Thirteen healthy right-handed participants (age range 23–35 years, 8 males and 5 females) participated in the study. Written informed consent from all participants and ethical approval (Oxfordshire Research Ethics Committee) were obtained before the experiment.

**fMRI Data Acquisition**

Images were acquired with a 3.0-T VARIAN/SIEMENS whole-body scanner at the Centre for Functional Magnetic Resonance Imaging at Oxford (FMRIIB), where $T_2^*$-weighted echo planar imaging (EPI) coronal slices with in-plane resolution of $3 \times 3$ mm and a slice spacing of $6$ mm were acquired every $2$ s (time repetition $= 2$). We used the techniques that we have developed over a number of years (e.g., O’Doherty et al. 2001; de Araujo et al. 2003) and as described in detail by Wilson et al. (2002) to carefully select the imaging parameters in order to minimize susceptibility and distortion artifact in the orbitofrontal cortex. The relevant factors include imaging in the coronal plane, minimizing voxel size in the plane of the imaging, as high a gradient switching frequency as possible (960 Hz), a short echo time of $25$ ms, and local shimming for the inferior frontal area. The matrix size was $64 \times 64$, and the field of view was $192 \times 192$ mm. Continuous coverage was obtained from $+62 \text{ (A/P)}$ to $-52 \text{ (A/P)}$. Acquisition was carried out during the task performance yielding 900 volumes in total. A whole-brain $T_2^*$-weighted EPI volume of the above dimensions and an anatomical $T_1$ volume with coronal plane slice thickness $1.5$ mm and in-plane resolution of $1.5 \times 1.5$ mm were also acquired.

**fMRI Data Analysis**

The imaging data were analyzed using SPM2 (Wellcome Institute of Cognitive Neurology). Preprocessing of the data used SPM2 realignment, reslicing with sinc interpolation, normalization to the Montreal Neurological Institute (MNI) coordinate system (Collins et al. 1994), and spatial smoothing with a 8-mm full width at half maximum isotropic Gaussian kernel. The time series at each voxel was low-pass filtered with a hemodynamic response kernel. Time series nonsphericity at each voxel was estimated and corrected (Friston et al. 2002), and a high-pass filter with a cutoff period of 128 s was applied. In the single event design, a general linear model was then applied to the time course of activation where stimulus onset times were modeled as single impulse response
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**Figure 2.** Task performance. (a) The choices of a subject in the decision task. The solid line shows the EV on the right in 3 different sets of 30 trials. Right and Left responses are shown. Each subject was run with a random order of the different EV trial sets. (b) The percentage of choices to the right as a function of the EV on the right (mean ± standard error of mean across all the subjects for the last 10 trials in a set). The EV for a left choice was 9 pence, in that 10 pence was obtained for a left choice with a probability of 0.9.
functions and then convolved with the canonical hemodynamic response function (Friston et al. 1994; duration 0). Linear contrasts were defined to test specific effects. Time derivatives were included in the basis functions set. Following smoothness estimation (Kiebel et al. 1999), linear contrasts of parameter estimates were defined to test the specific effects of each condition with each individual data set. For each contrast, a statistical parametric map of the corresponding t-statistic, which was then transformed into the unit normal distribution (SPM Z). The statistical parametric maps from each individual data set were then entered into second-level, random effects analyses accounting for both subject-to-subject and subject-to-subject variability. More precisely, the sets of individual statistical maps corresponding to specific effects of interest were entered as covariates in multiple regression models (analysis of variance [ANOVA] without a constant) as implemented in SPM2, and the corresponding group effects were assessed by applying linear contrasts (again following smoothness estimation) to the second-level parameter estimates generating a t-statistics map for each group effect of interest. The correlation analyses of the MRI BOLD signal with given parameters of interest (e.g., EV and the RM) were performed at the second level through applying 1-sample t-tests to the first-level maps resulting from performing linear parametric modulation as implemented in SPM2. The correlation and contrast analyses for RM were formed on the basis of the RM on that trial (30, 10, or 0 pence) signalled at t = 10 s in the trial and using an onset time of t = 10 s. The correlation and contrast analyses for EV were formed on the basis of the EV on that trial (taking into account the subject’s choice of right vs. left), which was available by t = 4 s in the trial and using an onset time of t = 4 s, which was scan 3. For example, the RM vs. RM contrast at t = 4 s was calculated from the second level through applying 1-sample t-tests to the first-level maps resulting from performing linear parametric modulation as implemented in SPM2. Unless otherwise stated, reported P values for each cluster based on this group analysis are corrected (fc) for the number of comparisons (resels) in the entire volume ( ‘whole-brain’ multiple comparisons; Worsley et al. 1996). Peaks are reported for which P < 0.05. For brain regions where there was a prior hypothesis as described in the Introduction and under Methods, namely, in the parts of the orbitofrontal cortex, pregenual cingulate cortex, ventral striatum, and midbrain shown to be of interest because of activations found in prior studies in reward paradigms or because neurophysiological, lesion, or connection evidence links them to reward processing, including activation that depends on monetary RM (Breiter et al. 2001; O’Doherty et al. 2001, 2003; Fiorillo et al. 2003; Knutson et al. 2003, 2005; Kringelbach and Rolls 2004; Rolls 2005, 2006), we used small volume corrections (SVCs). These activations correspond to voxels significant when corrected for the number of comparisons made within each region (SVC applied with a sphere of 8 mm chosen to be greater than or equal to the spatial smoothing kernel; Worsley et al. 1996). Peaks with P < 0.05 were considered significant. The mean percent change in the BOLD signal for different EVs and RMs within regions of interest identified from the correlation analyses were extracted using the SPM Marsbar toolbox documented at http://marsbar.sourceforge.net/.

Results

All the 13 subjects learned to alter their choices when the probabilities changed at the start of each of the 3 sets of 30 trials each and had adjusted within 10 trials (see example in Fig. 2a). Moreover, Figure 2b shows that the subjects’ choices (indicating the desirability of the actions and thus reflecting expected utility) reflected the different EVs, as shown by the percentage of choices to the right as a function of the EV on the right (F(2,24) = 21.6, P < 10^-3). This graph shows that (with an EV of 9 pence on the left in all cases, i.e., of obtaining 10 pence with a probability of 0.9), when the EV on the right was 27 pence (30 pence with probability 0.9), the percentage of choices on the right was 92%; when the EV on the right was 10 pence (30 pence with probability 0.33), the percentage of choices on the right was 51%; and when the EV on the right was 5 pence (30 pence with probability 0.17), the percentage of choices on the right was 44%. Indeed, the line in Figure 2b intersects the 50% right versus left choice point at approximately 10 pence, showing that the subjects chose the right and the left equally often when the EV on the right was 10 pence, which is close to the EV for a left choice (9 pence). This shows very clearly that in this experiment, the EV was known to the subjects in that it affected the desirability of the choice (or expected utility) of right versus left choices and that it is therefore appropriate to measure how brain activations are related to the EV. Indeed, at the 50% right–left choice point, the subjects’ choice was guided by EV, in that their choices matched the EV, even though on the left this was achieved by obtaining 10 pence with probability 0.9 and on the right by obtaining 30 pence with probability 0.33. In microeconomic terms, with these parameters, the left/right choice had equal expected utility as shown by the choices made when the EVs of a left versus right choice were equal. (The probability of a choice reflects relative EVs in a probabilistic decision task, and this has been investigated in the matching law literature [Sugrue et al. 2004, 2005]).

The mean number of trials across subjects for learning to occur and the choices to settle after the EV on the right changed was 5.7 ± 3 (standard deviation) (taking as a criterion, the first trial at which 8 of the 10 choices had the same proportion to the right as those that occurred later in the trial set). Analyses for the EV period thus were performed for trials 11–30 within each set of 30 trials, when the probability of choices of right versus left had settled to a stable value and the EVs in a set were influencing the choices made in that set. Every subject had a consistent probability of choices to the right in the last 20 trials, so that in these 20 trials the subject was demonstrating by the choices being made that the estimate of EV of each choice was stable for these last 20 trials. Moreover, the probability of the choices of every subject was influenced by the EV (reflected also in the small standard errors in Fig. 2b). We note that the correlation analyses were based on the last 20 trials of each set so that 60 trials for both EV and RM were available and that many trials were available (given the subjects’ choices and the probabilistic nature of the task) for all RMs as well as all EVs. EV analyses started at the start of the EV period shown in Figure 1b, that is, at t = 4 s from the start of the trial. In that the trials for EVs 11–30 had settled to a value that produced stable choices, the imaging period starting at 4 s on these trials was in a period in which the EV (but not the RM) was known to the subjects. We note that the response that indicated the decision was made typically at between t = 2 and t = 4 s from the start of the trial and that further statistical analyses for the decision period starting at t = 2 s produced similar patterns of brain activation to those for the EV period starting at t = 4 s. The EV activations described below thus reflect activity when the EV of a choice was known to the subjects (as they had just made the decision of left vs. right and had received 10 or more trials with that probability) and in the immediately preceding decision period while they were making the choice. RM analyses started at the start of the RM period shown in Figure 1h, that is, at t = 10 s from the start of the trial, when the outcome of the choice was made known to the subject by the color of the display. (Similar patterns of brain activations were found if the RM activations were calculated later into the RM period, including the time when words were used to convey the outcome at the time labeled Reward in Fig. 1b.) The results are described for each of the main brain regions in which
significant correlations ($P < 0.05$ fully corrected or $P < 0.05$ SVC in regions of interest based on prior studies as described in Methods) with EV, RM, or both were found.

**Medial Orbitofrontal Cortex**

Activations in the medial orbitofrontal cortex [$-6, 42, -22$] had a positive correlation with RM ($P = 0.003$ SVC) as shown in Figure 3a. A positive correlation with EV was also found in the orbitofrontal cortex (with peak voxel at $[19, 51, -3]$ [$P = 0.015$ SVC]), and it was of interest that at, for example, the [$-6, 42, -22$] medial orbitofrontal cortex site shown in Figure 3a, the activations for different EVs did approximately parallel the RM (see Fig. 3b).

To investigate whether there was a region of the orbitofrontal cortex where activations reflected both RM and EV, we performed a conjunction analysis at the second level for the correlations of the BOLD signal with the RM and the EV. ( Separate regressors from different SPM analyses were used, and sphericity correction was applied). The result, shown in Figure 3c, was that a large region of the medial orbitofrontal cortex extending up toward the pregenual cingulate cortex was activated by this conjunction (peak at $[2, 38, -14]$ [$P < 0.03$ SVC]). (The BOLD signal from the same region of the medial orbitofrontal cortex is shown in Fig. 3b). The implication of this result is that the medial orbitofrontal cortex and adjoining pregenual cingulate cortex represent both the actual amount of reward received at reward outcome time (RM) and the amount of reward expected probabilistically for a particular choice measured earlier in a trial (the EV). No other brain area had statistically significant effects in this conjunction analysis. We note that as described under Methods, Task, the probability of obtaining any reward greater than 0 pence did not fit the percent BOLD change graphs, and therefore, the activations described as related to EV were related to the EV of the reward that would be obtained and not just to the probability that any reward would be obtained. (The dissociation was made possible by the inclusion of the 9 pence and 10 pence EVs in the design, which had very different reward probabilities. In no case did any activation in this paper reflect probability of reward as distinct from EV [cf., Abler et al. 2006; Yacubian et al. 2006; Tobler et al. 2007]).

**Ventral Striatum**

The group random effects analysis showed a correlation of the BOLD signal with the RM in the ventral striatum at MNI coordinates $[12, 16, -12]$ ($P < 0.038$ fully corrected) as shown in Figure 4a. This correlation is shown clearly in Figure 4b, which shows the percent change in the BOLD signal for the 3 different RMs, 30 pence, 10 pence, or 0 pence for the region of interest defined by the area in which the main analysis showed a significant correlation. The group analysis showed no correlation in this brain region with the EV on each trial (measured in the EV period starting at time $t = 4$ s in each trial), and this is also evident in the percent BOLD signal in this region of interest, which had no significant differences for the different EVs, as confirmed by the error bars in Figure 4b. However, some evidence of a positive correlation with EV was found in a more posterior and dorsal part of the ventral striatum at $[-2, 0, -2]$ ($P < 0.038$ SVC). However, it was in a separate part of the ventral striatum to that with a correlation with RM, it was less statistically significant, and it was not reflected in the percent BOLD analysis at $[12, 16, -12]$, as shown in Figure 4b. Thus, the
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**Figure 3.** (a) Medial orbitofrontal cortex. A positive correlation of the BOLD signal with the RM was found in the medial orbitofrontal cortex at MNI coordinates $[-6, 42, -22]$ ($P < 0.003$ SVC). (b) The percent change in the BOLD signal for the 3 RMs (30 pence, 10 pence, or 0 pence) for the region of interest defined by the correlation analysis. The means and standard errors are shown. The percent change in the BOLD signal for the 4 EVs (EVs of 27 pence, 10 pence, 9 pence, and 5 pence) for the same region of interest are also shown. (c) Medial orbitofrontal cortex. Conjunction analysis of correlations with EV and correlations with RM at MNI coordinates $[2, 38, -14]$ ($P < 0.03$ SVC).
most significant result for the ventral striatum was a positive correlation with RM.

**Insula**

A very different type of result was found in the insula (bilaterally), where activations were negatively correlated with EV ([-38, 24, 16], \(P < 0.001\) fully corrected), as shown in Figure 5a. The basis for this is shown in Figure 5b, which also confirms that the activations were not related to the RM in this region. (The difference between the correlations with EV and RM was confirmed by ANOVA). This region of activation continued anteriorly to the junction between the insula and the orbitofrontal cortex at [−46, 22, −14] (\(P = 0.015\) SVC), in what is probably cytoarchitecturally the agranular insular cortex (de Araujo et al. 2003; Kringelbach and Rolls 2004) and posteriorly to beyond \(y = 14\). This activation was also present in the decision period (e.g., at scan 2, \(P < 0.001\) fully corrected).

To investigate the basis for the activations in the anterior insula further, we performed a correlation analysis with the variance of the reward obtained for each choice made in the task. The only region with a significant correlation was the anterior insula [46, 16, 6] (\(Z = 3.05\) SVC 0.02), with some evidence for a correlation in the dorsal cingulate cortex [0, 16, 44] (\(Z = 2.26\) SVC 0.058). Interestingly, the insula activation was restricted to the anterior part of the insula and did not extend beyond \(y = 7\) to the mid and posterior insula. High variance corresponds to high uncertainty about the magnitude of the reward that will be obtained on a particular trial, and the high uncertainty may be unpleasant. Together, these findings suggest that the anterior insula may reflect in this task low EV and much uncertainty about the reward that will be obtained by a particular choice (see Discussion).

**TD Error-Related Activations**

Correlations in the following 3 brain regions were related to the TD error. Given the design of this investigation, these correlations with TD error can be understood in terms of the change from a given EV on each trial to a given RM at \(t = 10\) s, and how EV and RM are represented in a given brain region, as follows.
Nucleus Accumbens
A correlation analysis with the TD reward prediction error at time \( t = 10 \) s in the trial (calculated as described in Methods) showed a positive correlation in the nucleus accumbens at MNI coordinates \([8, 8, -8]\) \( (P < 0.048 \) fully corrected\) as shown in Figure 6a. The percent BOLD signal in a region of interest defined by this activation bilaterally showed that in this cluster, the BOLD signal was strongly correlated with the RM (calculated at \( t = 10 \) s), and there is no relation to the EV as shown in Figure 6b. The implication of the results shown in Figure 6 is that the TD error correlation arose in the nucleus accumbens because at the time that the EV period ended and the subject was informed about how much reward had been obtained on that trial (the reward outcome, signalled at time \( t = 10 \) s as shown in Fig. 1b), the BOLD signal generally changed to a higher value for large RM, and to a lower value for low or 0 RM, from a value that was not a function of the EV on that trial. This is confirmed by Figure 6c, which shows the percent change in the BOLD signal as a function of the TD error in the nucleus accumbens, with the TD error calculated at time \( t = 10 \) s in the trial (see Fig. 1).

Inferior Frontal Gyrus
A positive correlation of brain activations with the TD (reward prediction) error was found in the left hemisphere at \([-44, 4, 22]\) \( (P = 0.006 \) fully corrected\) close to the border between area 44 (Broca's area) and area 9, as shown in Figure 7a. The basis for this TD error is suggested by what is shown in Figure 7b, in that it is clear that almost independently of the EV (i.e., apart from EV9), there will be an increase in activation at the transition between the EV and RM part of each trial at time \( t = 10 \) s if the RM is 10 pence or 30 pence and a decrease in percent BOLD signal if the RM is 0 pence on a trial. The TD error correlation in this brain region is thus mainly related to the fact that the activations are related to RM and much less to EV.

Midbrain
In a part of the midbrain at \([14, -20, -16]\), there was a positive correlation with the TD error \( (P = 0.032 \) SVC\) (see Fig. 8a). The results shown in Figure 8b suggest that this was related to higher values of the percent BOLD signal for the higher RMs and lower values of the percent BOLD signal for higher expected reward values. In another part of the midbrain \([-10, -10, -4]\), which may be closer to the dopamine neurons, a negative correlation with the TD error was found \( (P = 0.02 \) SVC\), and this could arise because, for example, this region shows activation when high EV is followed by a low RM. The only other location where a negative correlation with TD error was found was in the anterior cingulate cortex \([8, 36, 42]\) \( (P < 0.03 \) SVC\) in a dorsal part close to the region that is activated on reversal trials (when expected rewards are not being obtained) in a reversal task (Kringelbach and Rolls 2003). This part of the midbrain \([-10, -10, -4]\), and the anterior cingulate cortex, may thus be responding in relation to frustrating nonreward or to errors that arise when less is obtained than is expected, so that behavioral choice should change, as in a reversal task (Kringelbach and Rolls 2003).

Discussion
In this investigation, the RM on a trial was correlated with the activation in parts of the orbitofrontal cortex, and these cortical areas may be the origins of some of the signals found in other brain areas such as the ventral striatum. Activation of the orbitofrontal cortex by monetary reward value (or “outcomes”) has been found in previous studies (O’Doherty et al. 2001; Knutson et al. 2003; Rogers et al. 2004). In the medial orbitofrontal cortex, the activation in the EV period paralleled
the activation in the RM period for the best estimate at each stage of the same amount of reward being available on that trial (Fig. 3), and consistent with this there was a positive correlation with EV in the orbitofrontal cortex at [19, 51, –3]. Further, the conjunction analysis in Figure 3c showed that the same extensive area of the medial orbitofrontal cortex extending up toward the pregenual cingulate cortex had activations correlated with both RM and EV in this probabilistic decision task. The activation of the same part of the medial orbitofrontal cortex by both RM and by expected value or utility has not to our knowledge been shown previously. An implication is that these medial orbitofrontal cortex activations tracked the best estimate of reward value throughout each trial. This is the EV for that trial (which was known to the participant based on previous learning) throughout the period from $t = 4$ (or earlier) until $t = 10$ s, and after that the actual RM (or outcome) for that trial signalled at time $t = 10$ s. Given the fact that activations in the medial orbitofrontal cortex do reflect many different types of reward, for example, taste (de Araujo et al. 2003), food flavor (de Araujo et al. 2003; Kringelbach et al. 2003; McCabe and Rolls 2007; cf., Rolls and Baylis 1994), olfactory (O’Doherty et al. 2000; Rolls et al. 2003; de Araujo et al. 2005), visual (O’Doherty et al. 2002, 2003), and monetary (O’Doherty et al. 2001), the finding that its activation may also be related to EV with probabilistic reward before the reward outcome is known for that trial, makes the medial orbitofrontal cortex a candidate brain region where the neurons that represent RM have their firing modulated by the probability that the RM will be obtained to represent EV. Moreover, in the orbitofrontal cortex, the activations to EV and RM may be on the same scale, in that in the medial orbitofrontal cortex the activations to different EVs and RMs are relatively close to following a similar function (see Fig. 3b).

Activations in one part of the ventral striatum had positive correlations with the RM (Fig. 4), and in this part, there was no correlation with EV. In a separate part of the ventral striatum [–2, 0, –2], a correlation with EV but not with RM was found. Consistently, the conjunction analysis for RM and EV did not show significant effects in the ventral striatum. The implication...
is that although both signals reach the ventral striatum, they may be represented by different neurons.

The present study found activations of the medial orbitofrontal cortex related to both RM and to EV during a decision task in which the EVs are being learned based on the probability of the rewards obtained on recent trials. In a study by Knutson et al. (2005) in which the probability and reward value were signalled (i.e., it was not a decision task), it was found in a reward anticipation period (before the reward outcome on a given trial was known) that the main brain region where EV (defined in their study by valence × probability × RM) was correlated with activations was in a rather dorsal part of the anterior cingulate cortex. In another study without any decisions being made in which there was again a "prospect" or "expectancy" period in which one set of several sets of possible reward values was known, activations in the amygdala and orbital gyrus tracked the EV of the prospects, and activations in the nucleus accumbens, amygdala, and hypothalamus were related to the actual reward value on a trial (outcome) (Breiter et al. 2001). However, as noted, no decisions were required in those studies. Part of the interest of the present investigation is that decisions are actually being made, and in this situation, both the EV and the RM activate the same part of the medial orbitofrontal cortex, as shown by the conjunction analysis in Figure 3c. (In a gambling task study, activations in the medial orbitofrontal cortex were related to RM and in the ventromedial prefrontal cortex to EV, but a conjunction analysis was not performed to test whether these regions overlapped [Daw et al. 2006]. Consistent with the finding reported in the present investigation, in another study, overlap was reported but was not confirmed by a conjunction analysis of the type performed in the present investigation [Kim et al. 2006].) Moreover, the choices actually made in our task reflected the EV obtainable for a particular choice (Fig. 2b), showing that the EV (based on the recent history of rewards) was being processed and was influencing the decision making in the task. The fact that the EV influenced the choices made in the task (Fig. 2b) is consistent with the hypothesis we propose that the activations in the medial orbitofrontal cortex and pregenual cingulate cortex influence expected utility, that is, the choices made. Consistent with this, lesions of the orbitofrontal cortex do impair decision making (Rolls et al. 1994; Bechara et al. 1999; Fellows and Farah 2003; Hornak et al. 2004), and it would be of interest to investigate this more with the type of task used here in which expected utility can be measured by the choices made.

In the anterior insula [-38, 24, 16], we found that the activations were negatively correlated with EV in the decision task (Fig. 5) and that these activations started during the decision period. Thus, the new finding is that the anterior insula is activated by relatively low but still positive expected outcome or gain. This complements an earlier finding that the anterior insula is activated by loss prediction (Paulus et al. 2003). When we investigated the basis for the activations in the anterior insula further, we found that the activations were correlated with the variance of the reward obtained for each choice made in the task. High variance corresponds to high uncertainty about the magnitude of the reward that will be obtained on a particular trial, and the high uncertainty may be unpleasant. It is also known that part of the insula is activated by face expressions of disgust (Phillips et al. 1998, 2004), at, for example, $Y = 6$, which is at the posterior border of the activations we found. Thus, more activation of this part of the insula appears to be produced by unpleasant states, such as when making decisions and working for low compared with high EVs or when seeing disgust face expressions. Autonomic activity is also known to correlate with activations in parts of the insula (e.g., at $Y = 24$ mm anterior) (Nagai et al. 2004), and this could be part of the same pattern of responses to some unpleasant stimuli.

The design of this study also enabled analysis of how TD reward prediction error-related signals in neuroimaging investigations might be related to other representations (such as EV and RM) that might be present to different extents in different brain areas. (The TD error was based on the difference between the EV and the RM [or outcome] for that trial at time $t = 10$ s [see Fig. 1b] and was calculated over trials 10–30 as the desirability of the action—or expected utility—of choosing on the right was a function of the EV, as shown in Fig. 2b, and was stable in these trials, as shown at the start of the Results). In the ventral striatum, the activations were positively correlated with the reward actually obtained on that trial (the RM or outcome) but not in at least some parts with the EV (see Fig. 6). Thus, the positive TD error correlation arose in the ventral striatum/nucleus accumbens because at the time that the EV period ended and the participant was informed about how much reward had been obtained on that trial, the BOLD signal changed to a higher value for large rewards, and to a lower value for low or no reward, from a value that was not a function of the EV in the earlier part of the trial (as shown in Fig. 6). These fMRI findings exemplify the fact that activation of the ventral striatum does reflect the changing expectations of reward during the trials of a task, and indeed this was shown by recordings in the macaque ventral striatum (Williams et al. 1993), which show that some neurons altered their firing rate within 170 ms of the monkey being shown a visual stimulus that indicated whether reward or saline was available on that trial (corresponding to the start of the RM period at $t = 10$ s in the present study). Given that ventral striatal neurons alter their activity when the visual stimulus is shown informing the macaque about whether reward is available on that trial, it is in fact not surprising that the fMRI correlation analyses do pick up signals during trials that can be interpreted as TD error signals. Whether these fMRI correlations with a TD error reflect more than the activity of neurons that respond to a signal that informs the subject about the reward outcome (magnitude) to be obtained (equivalent in this study to the display at time $t = 10$ s which informs the subject about how much reward will be obtained on that trial) rather than a phasic TD error present only at the transition between an EV and a RM period remains to be shown.

One of the strongest fMRI activations that is found in the ventral striatum is produced by TD reward/punishment prediction errors in Pavlovian (i.e., classical conditioning) tasks (McClure et al. 2003; O’Doherty et al. 2003, 2006; Seymour et al. 2004). For example, in a classical conditioning task, a first visual stimulus probabilistically predicted high versus low pain and a second visual stimulus perfectly predicted whether the pain would be high or low on that trial. Activation of the ventral striatum and a part of the insula was related to the TD error, which arose, for example, at the transition between the first and second visual stimulus if the first visual stimulus had predicted low pain but the second informed the subject that the pain would be high (Seymour et al. 2004). In the study described here, we have extended the TD error approach beyond classical conditioning to a monetary reward decision task and have
shown how TD signals may be related to some of the underlying processing. In an instrumental juice reward task, it has been found previously that activation in the ventral striatum is correlated with reward prediction error (O’Doherty et al. 2004), but that study did not analyze how this correlation might arise as a consequence of a correlation with RM but not with EV, as illustrated in Figure 4.

A positive TD error correlation was also found in the left inferior frontal gyrus (in or near cortical area 44, Broca’s area) (as shown in Fig. 7), but here the TD correlation arose because the activation became low when the subject was informed that no reward was obtained on a trial, and it appeared that the area was activated especially when the decision was difficult, in that it was between 2 approximately equal values of the EV (EV9 on the left vs. EV10 on the right). (In particular, EV10 is a more difficult choice than EV27 and EV5, and the activations are greater for EV10 than EV27 and EV5, as shown in Fig. 7). As this area was activated especially when the decision was difficult, between 2 approximately equal EVs, we believe that its activation may related to the engagement of planning using verbal processing to supplement more direct decision making based on direct (implicit) estimates of rewards and punishments by an emotional system (Rolls 2005).

In a part of the midbrain near the dopamine neurons at [14, -20, -16], there was also a positive correlation with the TD error [14, -20, -16] (P = 0.032 SVC) (also found in classical conditioning; O’Doherty et al. 2006), but here this was related to a negative correlation between the BOLD signal in the EV period of each trial and the EV. (The TD error was thus positive, e.g., whatever reward became available if it was a low EV trial set for choices on the right; and the TD error was negative if it was a high EV trial set).

In some brain regions, a negative correlation with TD error was found. For example, a negative correlation with TD error was found in the anterior cingulate cortex [8, 36, 42] in a dorsal part, and this could be a region that is activated when an anticipated reward is not obtained. Consistent with this, a nearby region of the dorsal anterior cingulate cortex is activated on reversal trials (when expected rewards are not being obtained) in a reversal task (Kringelbach and Rolls 2003) and in a number of other error-producing tasks (Rushworth et al. 2004).

In conclusion, the principal findings of this decision-making study include the following. First, in decision making, some areas, such as the medial orbitofrontal cortex, represent both RM and EV (as shown, e.g., by the conjunction analysis, Fig. 3c). That is, the medial orbitofrontal cortex may take into account the probability as well as the magnitude of a reward to represent EV. To compute this, it would need to know the RM associated with a given choice, and this is represented in the same region, as shown here. The mechanism is suggested by the finding that neurons in the orbitofrontal cortex learn to respond to visual stimuli associated with rewards (Thorpe et al. 1983; Rolls et al. 1996) and represent the RM of these stimuli (as shown, e.g., by reward devaluation including sensory-specific satiety studies) (Critchley and Rolls 1996; Rolls 2005, 2008), and these learned representations could be influenced by the probability of the reward. These activations reflect computations that are causally important in probabilistic decision making, for patients with damage to the orbitofrontal cortex perform poorly when the contingencies change in a probabilistic monetary reward/loss decision task (Hornák et al. 2004). Second, different parts of the ventral striatum had activations related to RM and toEV, and these could reflect inputs from the orbitofrontal cortex (Rolls 2005). Third, the anterior insula has more activation when subjects are making choices with a relatively low (though still positive) EV, and this appears to be consistent with findings in other studies that similar regions of the insula are activated by predicted loss, expressions of disgust, and also in relation to autonomic activity. We also show that the anterior insula is activated under conditions of reward uncertainty, that is, when the RM variance for a particular choice is high. Fourth, a part of the inferior frontal gyrus (area 44) was activated especially when the decision was difficult, that is, when the subject was making a choice between an EV of 9 pence and 10 pence, and this activation could reflect engagement of a more calculating than emotional basis for the decision making (Rolls 2005). Fifth, TD error-related activations in functional neuroimaging were illuminated by showing how a given brain area represents EV, RM, or both. Finally, as shown in Figure 2b, the desirability of an action (the expected utility in microeconomics) does reflect the EV in this decision-making experiment, and thus, the activations described as being related to EV in this investigation are in fact also related to the desirability of the choices being made in this decision task.

Overall, the results show how some brain areas (such as the medial orbitofrontal cortex) not only respond to reward outcomes (i.e., RM) but also respond to a prediction that reflects the probability of how much reward will be obtained for a particular choice in a monetary reward decision task (i.e., EV). Both signals are crucial for decision making and could contribute to the calculation of reward prediction (or TD) error useful in reinforcement learning. The results also show how activations in some other brain areas such as the ventral striatum and midbrain are correlated in a probabilistic decision-making task with TD error and how activations in the insula may also be related to decision making by reflecting low EV.
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