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Documentation Rolls Information Programs v1.0 December 2020.
 
These programs are made available at https://www.oxcns.org associated with the publication of 
Rolls, E. T. Brain Computations: What and How. Oxford University Press: Oxford. ISBN 978–0–19–887110–1. doi: 10.1093/oso/9780198871101.001.0001.

The programs are for the analysis of neuronal data. Details of the types of analysis that can be performed are described in Appendix C of the above book, and in the original publications referred to below. The programs have been set up for use with VisNet as described in Chapter 2 of the above book, but can be used for any neuronal data. The neuronal data can be in spikes/s on each trial for each neuron, or can be the number of spikes in a given time interval. Both programs use a binning procedure that converts the input values to integers. Normally the input rates will be between approximately 0 and 100 spikes / s. If the rate values are very low with the data being analysed, the data could be scaled up by multiplying by e.g. 10, as this will not affect the measured information.

Both programs, infors_visnet.m and inform_visnet.m, have been translated into Matlab from the original C versions, and read the data from a .mat file. The .mat file should include:
num_c  : the number of cells to be analysed
num_s  : the number of stimuli
A 2D matrix named infom(trials, cells+1)
Each row has the data for a single trial, with the first column the stimulus number in the range 1 : num_s, followed by num_c firing rates
There are as many rows in this file as trials.
The trials can be in any order. There can be different numbers of trials for each stimulus.
An example of a file that can be used for test purposes for both programs is infos_matlab.mat.
Both programs call the function phims.m.
 
1. infors_visnet.m 
Single cell information analysis.
See Rolls,E.T., Treves,A., Tovee,M. and Panzeri,S. (1997) Information in the neuronal representation of individual stimuli in the primate temporal visual cortex. Journal of Computational Neuroscience 4: 309-333. And
Rolls,E.T. (2016) Cerebral Cortex: Principles of Operation. Oxford University Press: Oxford, Appendix C, which is online at http://www.oxcns.org/papers/Cerebral%20Cortex%20Rolls%202016%20Appendix%20Neural%20Coding.pdf

Before running the program in Matlab, you may wish to check the default filename for the input data which is as follows:
load('infos_matlab.mat');

When the program is run, lines of the following type are produced on the terminal:
cell= 1 sparseness(a)=0.25 RawInfo=0.811 Corr_1= 0.180 CorrectedInfo=0.631 bits
The sparseness a is as defined by (Rolls and Treves, 1990) and in any of the above publications, namely

where  is the firing rate to the i’th stimulus. For binary neurons, this is the proportion of stimuli to which the neuron has a response.

The RawInfo is the information without the essential correction for limited sampling.
Corr_1 is the correction for limited sampling, as described by (Panzeri and Treves, 1996; Rolls et al., 1997b; Rolls, 2016, 2021).
CorrectedInfo is the mutual information across the set of stimuli between the stimuli and the neuronal responses, corrected for limited sampling.
(CorrectedInfo = RawInfo - Corr_1)

Additional measures are available in files created by the program as follows:

File plt has the stimulus-specific information or surprise for each cell, and the rate and the standard deviation of the rate.
In file plt, col 1 is the cell number, col 2 is the stim number, col 3 is the stimulus-specific information or, better, surprise, for that stimulus (corrected using C1) (from which the maximum info to any one stimulus can be seen); col 4 is the firing rate; and col 5 is the standard deviation of the firing rate. The average information across stimuli is in res-infors. 

The firing rates (with the sem) are in file mr.

File infors.out has the average information across stimuli for each cell near the end of the file, as I=...  (This appears at the end of a line, after the Raw info and the value of the C1 correction. It is I(S,R) for that cell.) File infors also shows the sparseness a, and lsp = -a * ln a = [a ln(1/a)] as used in Equation A3.19 of Rolls and Treves(1998).

File res_infors has in col 7 the corrected info (col 5 is the raw info, col 6 is the correction C_1), col 2 is the sparseness, cols 3 and 4 are lsp.

Further notes about infors_visnet.m:

max_b sets the maximum number of response bins; it should be less than the number of trials for each stimulus. max_b should also if consistent with this previous constraint, be set so that max_b is the maximum number of spikes that will be given to the program. If the rates are almost binary in the firing rate distribution, max_b can be reduced ti 2 or 3. You may wish to experiment with different values for max_b.

infors_visnet.m has a binning procedure which assumes integer values for the number of spikes, and gives one bin for each number of spikes found if this gives fewer bins than max_b. Otherwise it gives equidistant bins.
 
max_t should be used if you want to alter the maximum number of trials used from 2 * num_s, the number of stimuli. The recommended value is 500, and then you will use up to 500 trials.
Note that at present it is set to 9 for use in VisNet. Increase this is you have more trials for any stimulus.
If the cells have not been simultaneously recorded, infors_visnet is best used with ONE cell in infos_matlab.mat, when best use can be made of every available trial, and max_t should be set to 500.

min_t is the minimum number of test trials with a stimulus for that stimulus to be included in the analysis. It might be set to defaults to 2*max_s, so set it. For primate data, set it to 4 or more. You should normally have at least as many trials per stimulus as there are stimuli, so consider running infors_visnet.m on a subset of stimuli if you have limited numbers of trials. In any case, the results are probably only reliable if there are as many trials per stimulus as there are stimuli (Panzeri and Treves, 1996; Rolls et al., 1997b; Rolls, 2016, 2021). 

timewin is the time in ms over which the spikes were collected, so that results in mr can be in spikes/s. The default value is 1000, so that if the results are in spikes/s, the rates file mr is in spikes/s.

At present infors_visnet.m has:
max_c = 65536;    % max no of cells
max_s = 50;	      % max no of stimuli */
MAX_B = 20;       % max no of bins for the firing rate distribution, normally up to 25, but for VisNet can be as small as 3 or 2 */
max_b = 20;       % The actual number of bins into which the rates are divided; Was 25; Set this carefully; Look at the results;
but these could be altered if necessary.


2. inform_visnet.m
Multiple cell information analysis.
See Rolls,E.T., Treves,A. and Tovee,M.J. (1997) The representational capacity of the distributed encoding of information provided by populations of neurons in the primate temporal visual cortex. Experimental Brain Research 114: 149-162. And
Rolls,E.T. (2016) Cerebral Cortex: Principles of Operation. Oxford University Press: Oxford, Appendix C, which is online at http://www.oxcns.org/papers/Cerebral%20Cortex%20Rolls%202016%20Appendix%20Neural%20Coding.pdf

The input data have the same format as for infors.dat, and the same file can be used.
If the cells are simultaneously recorded, each trial should include the number of spikes for each cell on the same trial in every row.

The results are in the file res, and can be read from the screen.
The file res in column 2 has the quantized information (i.e. maximum likelihood information, I_ml), valid for > 20 trials, column 3 is the smoothed information (PE, probability estimated, I_p) (see (Rolls et al., 1997a; Rolls, 2021)), and column 4 is the pcc (percent correct, using maximum likelihood decoding). 

The quantized (maximum likelihood, I_ml) information can generally be used if the number of trials per stimulus is >= 2 * the number of stimuli. Aim for this number of trials. The quantized information corresponds to I_ml (see (Rolls et al., 1997a; Rolls, 2021)). This maximum likelihood information is calculated based on decoding of only the single most likely stimulus.  

The smoothed information that is provided corresponds to I_p, and is calculated over the full table of probabilities showing the probability that it is any of the stimuli. This can be valid when the number of trials per stimulus = the number of stimuli. This measure is more regularized than the maximum likelihood information, and should generally be used when measuring how the information increases with the number of cells in the population.

The file pcc is also created, containing first the percent correct, then other data (see inform_visnet.m). 

The following notes are provided as background, and refer to inform_visnet.m. 
All the variables are in inform_visnet.m, and can be edited.

Normally, this calculates the info for cells 1 to num_c, but at about line 127 the following can be commented out if you wish to calculate the info for just num_c cells, which can be faster. 
%nc_min = num_c; % if this line is not commented, the information is calculated just for num_c cells, instead of 1 to num_c the total number of cells.

max_t in the program should be set to be as large as or larger than the number of trials per stimulus.

The decoding method implemented in inform.m is dec 1, and that is the standard method using approximate Bayesian likelihoods with Gaussian fits.

min_t is the minimum number of test trials with a stimulus for that stimulus to be included in the analysis. Defaults to 2*max_s, so set it. 

max_t is the maximum number of trials per stimulus to be used. Defaults to 2*max_s, so set it. This should not be too low, or the information is overestimated. 

niter_fact
the number of iterations

nc_min
the minimum number of cells for which the info is to be computed

nc_max
the maximum number of cells for which the info is to be computed

scramble
use with simultaneously recorded data to measure the effect of removing the effect of any correlations present in the simultaneously recorded data.

At present inform_visnet.m has:
max_c = 1024;   %   /* max no of cells, was 1024, then 16384 */
max_s = 100;    %   /* max no of stimuli, was 50, then 40 */)
but these could be altered if necessary.

3. “Information Per Spike”, Sparseness, and Breadth of Tuning.
The “information per spike” measure (Skaggs et al., 1992) is not in fact an information measure in the Shannon information theory sense, but is a measure that effectively reflects the sparseness a (Treves and Rolls, 1991) of the representation (Rolls and Treves, 1998; Rolls, 2021). The more sparse the representation (i.e. the lower the value of a), the higher is the value of the “Information Per Spike”, as illustrated in the following Fig. 1.

[image: ]
Fig. 1. The relation between the ‘Information per Spike’ and the sparseness a calculated using the program InfoPerSpike.m.

The program InfoPerSpike.m shows how the “Information Per Spike”, Sparseness, and Breadth of Tuning are calculated, and how they are related. 

Reference when using this program to Rolls (2021) Brain Computations: What and How (Oxford University Press) (see Eqn C.49) or Rolls and Treves (1998) Neural Networks and Brain Function (Oxford University Press; available at https://www.oxcns.org) (see Eqn A2.32) will be useful.  

The Breadth of Tuning H of a neuron is a measure of sparseness that has been used in taste research (Scott et al., 1986; Rolls, 1989; Yaxley et al., 1990):

where the sum is over the i=1 to n stimuli,   is the proportion of the total response over all stimuli to the i’th stimulus, and K is set so that if all stimuli produce equal responses, H=1 (see Section 4.4.4 of Rolls 2021 Brain Computations: What and How. Oxford University Press).
-------------
Please send any suggestions or corrections to Edmund.Rolls@oxcns.org
https://www.oxcns.org
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